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Machine Learning Overview
From learning to machine learning

• Human learning
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How to learn language?
Word embedding

• Computers doesn’t know word/character, how to represent word?


• Through word embedding! 


• Maps word to some vectors in the high dimensional space


• What task should we assign model to learn?



How to learn language?
Pretraining

• Choose the one we want to get the best performance?


• There are billions of tasks


• The model performs good in one task could be bad in another tasks 


• Eg. Food rating  -> paper rating -> tell a story?


• The training data we have for our downstream task (must be sufficient 
to teach all contextual aspects of language.


• We need to find a “common sense” task



How to learn language?
What can we learn from reconstructing the input?

• HKUST is located in ________, Hong Kong


• I went to the ocean to see the fish, turtles, seals, and _____. 


• Overall, the value I got from the two hours watching it was the sum total of 
the popcorn and the drink. The movie was ___.


• I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ____ 



Language model 

• Model , the probability distribution 
over words given their past contexts.


• There’s lots of data for this! (No need for 
labeling)


• Pretraining through language modeling:


• Train a neural network to perform language 
modeling on a large amount of text. 


• Save the network parameters.

pθ(wt |w1:t−1)



Pretrained Language model 



Pretrained Language model 
Why it works

• Language tasks are correlated with each other


• In a optimization perspective, stochastic gradient descent sticks (relatively) 
close to the initialization point


• Train from scratch = random initialization


• Finetuning: find a good local minima near a good initialization



Language model  assisting users≠



Instruction finetuning



Instruction finetuning



• Through benchmarks in multitask LM



Instruction fine-tuning
Limitations

• It’s expensive to collect ground-truth data for tasks


• Open-ended generation have no right answer


• Write a story about traveling to HKUST using airplane


• Where to travel for the next holiday?


• Language modeling penalizes all token-level mistakes equally, but some 
errors are worse than others.


• Can we explicitly attempt to satisfy human preferences?



Reinforcement learning from human feedback
RLHF



Reinforcement learning from human feedback
RLHF

• For each sample , we had a way to obtain a human reward , higher 
is better


• We want to maximize the expected reward 

s R(s) ∈ ℝ



RLHF
Problems&Sol

• Problem1: Expensive to get human evaluation


• Sol: Train another model to predict human preferences


• Problem 2: human judgements are noisy and miscalibrated!


• Sol: Just ask for pairwise comparisons



RLHF
Limitations

• Human preferences are unreliable!


• “Reward hacking”: 


• https://openai.com/research/emergent-
tool-use


• Chatbots are rewarded to produce 
responses that seem authoritative and 
helpful, regardless of truth


• This can result in making up facts + 
hallucinations



RLHF
Limitations

• Human preferences are unreliable!


• “Reward hacking”


• Chatbots are rewarded to produce 
responses that seem authoritative and 
helpful, regardless of truth


• This can result in making up facts + 
hallucinations


• Models of human preferences are even more 
unreliable!



What’s next?

• Prompt engineering
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• Prompt engineering


• Dark side on prompt engineering



What’s next?

• Prompt engineering


• Can we believe LLM?


• Fake news


• Wrong in simple calculation



What’s next?

• Prompt engineering


• Can we believe LLM?


• Specialized LLM


• AI+healthcare


• AI+finance


• AI+science


• …



What’s next?

• Prompt engineering


• Can we believe LLM?


• Specialized LLM


• Copyright


• Model&data stealing


• Generated content’s IP



Q&A

• Interested in doing machine learning research?


• Email: minhaocheng@ust.hk


• Office: Room 2542

mailto:minhaocheng@ust.hk

