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Most slides are adapted from AAAI 2022 tutorial and from internet 



What is neural network verification?

• Verification requires a formal proof to show the property holds


• In the robustness verification setting, a model can’t be attack  Verified


• Many heuristic defense was broken under stronger attacks


• A verified model cannot be attacked by any attacks (including unforeseen ones)

≠



The Basic Formulation of Robustness Verification
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CROWN backward bound propagation



The CROWN lower bound



-CROWN: further tighten the boundsα

• ReLU neurons have a flexible lower bound for relaxation


• Try different lower bounds to find tightest bound


• Each unstable ReLU has a lower bound to select, so lots of freedom here



-CROWN: further tighten the boundsα
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Branch and bound for ReLU Network Verfication



Branch and bound: The branching step



Branch and bound: The bounding step



Branch and bound search tree



Branch and bound search tree



Branch and bound search tree



-CROWN: Bound propagation with split constraintsβ



-CROWN: Bound propagation with split constraintsβ
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Randomized smoothing



Randomized smoothing
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Proof sketch

• Neyman-pearson


• Given a sample from one of two distributions: null X or alternative Y


• Two errors: 


• say “X” when the true answer is “Y” —> better


• say “Y” when the true answer is “X” —> limit its probability <= some failure rate 


• Optimal rule: 


•

α



Proof sketch
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Randomized smoothing


