
Minhao CHENG

COMP6211I:  
Trustworthy Machine Learning
Test-time Integrity (defenses)



Test-time integrity
Adversarial examples

•  An adversarial example can easily 
fool a deep network


• Robustness is critical in real systems



Adversarial example
White-box adversarial attack

• If there is  constraint, we could turn to solve by 


• FGSM attack [GSS15]:


• 


• PGD attack [KGB17, MMS18]


•

∥x − x0∥∞

x ← projx+𝒮(x0 + αsign(∇x0
ℓ(θ, x, y)))

xt+1 ← projx+𝒮(xt + αsign(∇xtℓ(θ, x, y)))



Adversarial defense
Adversarial training

• Adversarial training [MMS18]:


• 


• Solve the inner loop by 


•



Adversarial training
Capacity is crucial



Adversarial training
Problems

• Huge overhead


• Increase training time by an order magnitude (7x if 7 step PGD)


• Fast method like FGSM doesn’t work


• Easily be attacked by strong attackers such as C&W attack



Fast Adversarial training

• Solve the following optimization:


• 


• Solve the inner max by FGSM


•



Free Adversarial training
Attempts

• Free” adversarial training: use each inner max to update



Fast Adversarial training



The magic of random initialization



DAWNBench Improvement
Reduce # of training epochs

• Cyclic learning rate


• Mixed-precision arithmetic



Catastrophic overfitting



TRADES
Notations

•  is the decision boundary of  


•  is the neighborhood of decision boundary 


• Robust error 


• Natural error


• Boundary error

DB( f ) f

𝔹(DB( f ), ϵ)



TRADES
Main theorem



• Solve the following optimization to minimize 


• Comparison with Adversarial training 

TRADES
Optimization



TRADS
Controlling trade-off



TRADS
Main results


