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Machine learning
Beyond Accuracy



Test-time integrity
Adversarial examples

•  An adversarial example can easily 
fool a deep network


• Robustness is critical in real systems



Test-time integrity
Why matters

• Adversarial examples raises trustworthy and security concerns


• Critical in high-stake, safety-critical tasks


• Helps to understand the model and build a better one (SAM …)



Adversarial examples
Definition

• Given a -way multi-class classification model  and an 
original example , the goal is to generate an adversarial example  such that


• 


• i.e.,  has a different prediction with  by model $f$. 

K f : ℝd → {1,…, K}
x0 x

x is close to x0  and  arg max
i

fi(x) ≠ arg max
i

fi(x0)

x x0



Universal adversarial example

• A single perturbation that fools almost all tested 
samples


• With two constraints



Adversarial example
Attack as an optimization problem

• Craft adversarial example by solving


• 


• : the distortion

arg min
x

∥x − x0∥2 +c ⋅ h(x)

∥x − x0∥2
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Adversarial example
Attack as an optimization problem

• Craft adversarial example by solving


• 


• : the distortion


• : loss to measure the successfulness of 
attack


• Untargeted attack: success if 


•

arg min
x

∥x − x0∥2 +c ⋅ h(x)

∥x − x0∥2

h(x)

arg maxj fj(x) ≠ y0

h(x) = max{fy0
(x) − max

j≠y0

fj(x),0}



How to find adversarial examples
White-box vs black-box setting

• Attackers knows the model structure and weights (white-box)


• Can query the model to get probability output (soft-label)


• Can query the model to get label output (hard-label)


• No information about the model (universal)



Adversarial example
White-box setting

• 


• Model (network structure and weights) is revealed to attacker


•  gradient of  can be computed


•  attacker minimizes the objective by gradient descent

arg min
x

∥x − x0∥2 + c ⋅ h(x)

⇒ h(x)

⇒



Adversarial example
White-box adversarial attack

• C&W attack [CW17]:


• 


• Where  is the pre-softmax layer output

h(x) = max{[Zy0
(x) − max

j≠y
Zj(x)], − κ}

Z(x)



Adversarial example
White-box adversarial attack

• If there is  constraint, we could turn to solve by 


• FGSM attack [GSS15]:


• 


• I FGSM attack [KGB17]


•

∥x − x0∥∞

x ← projx+𝒮(x0 + αsign(∇x0
ℓ(θ, x, y)))

xt+1 ← projx+𝒮(xt + αsign(∇xtℓ(θ, x, y)))



Extend to UAP

• Seek the extra perturbation by


• Project to  ball


•

ℓp
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Adversarial example
Black-box Soft-label Setting

• Black-box Soft Label setting (practical setting): 


• Structure and weights of deep network are not revealed to attackers


•  Attacker can query the ML model and get the probability output


• Cannot compute gradient ∇x



Adversarial attack
Soft-label Black-box Adversarial attack

• Soft-label Black-box: query to get the probability output 


• Key problem: how to estimate gradient?


• Gradient-based [CZS17,IEAL18]:


• 


• Genetic algorithm [ASC19]

∇x =
h(x + βu) − h(x)

β
⋅ u



Soft-label Black-box Adversarial attack

• Transfer based:


• Train a substitute model to mimic the black-box model


• Attack the substitute model by white-box attack



Adversarial attack
Hard-label Black-box Attack

• Model is not known to the attacker


• Attacker can make query and observe hard-label multi-class output


• ( : number of classes)


• More practical setting for attacker


• Discrete and complex models (e.g quantization, projection, detection)


• Framework friendly

K



Hard-label black-box attack
The difficulty

• Hard-label attack on a simple 3-layer neural network yields a discontinuous 
optimization problem



Hard-label black-box attack
Boundary attack: based on random walk



Hard-label black-box attack
Boundary attack: based on random walk



Boundary attack
What P to use?



Hard-label black-box attack
What P to use?



Hotskipjump attack
Formalization

• Turn it into optimization  


• Where
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Hotskipjump attack
Solve the optimization

• In the hard-label setting, we only have 


• Given                     , approximate the gradient by


• Where  


• How to get to ?xt



Hotskipjump attack
Solve the optimization

• Approach the boundary via binary search


• Correct with variance reduction



Hotskipjump attack
Overview



Hotskipjump attack



Hotskipjump attack



Hard-label black-box attack
Limited attack

• Limited Attack: Monte Carlo method to get the probability output



Hard-label black-box attack
OPT-attack

• We reformulate the attack optimization 
problem (untargeted attack):


•



• : the direction of adversarial example

θ* = arg min
θ

g(θ)

where  g(θ) = argminλ>0 (f(x0 + λ
θ

∥θ∥
) ≠ y0)

θ



OPT-attack
Examples



OPT-attack
Two things unaddressed

•



• How to estimate 


• How to find 

θ* = arg min
θ

g(θ)

where  g(θ) = argminλ>0 (f(x0 + λ
θ

∥θ∥
) ≠ y0)

g(θ)

θ*



OPT-attack
Computing Function Value

• Can't compute the gradient of 


• However, we can compute the function value of  using queries of 


• Implemented using fine-grained search + binary search 

g

g f( ⋅ )



OPT-attack
Estimation of g(θ)

• Fine-grained search


• Binary search


• Prediction unchanged enlarge 


• Prediction changed shrink 

g

g



How to optimize g(θ)

• The gradient of  is available by 


• 


• One  is too noisy, better to use multiple  ( )


• Zeroth order optimization for minimizing 

g

∇g(θ) ≈
g(θ + βu) − g(θ)

β
⋅ u

u u ∼ 20

g(θ)



Algorithm



Algorithm

•  and  in the gradient estimation takes most of queries, how to further reduce it?g(θt) g(θt + βu)



Sign is enough!

• Binary search to estimate  in the gradient estimation takes most of 
queries.


• Gradient sign is powerful ! (FGSM)


• How to get the gradient sign efficiently ?

g(θ)



Single query oracle

• sign(g(θ + ϵu) − g(θ)) = {+1, f(x0 + g(θ) (θ + ϵu)
∥θ + ϵu∥ ) = y0,

−1, Otherwise.

Original Image X0

Class Y0



Sign-OPT attack



Results
Qualitative evaluation



Results
Quantitive evaluation



Results
Quantitive evaluation



Evaluating test-time integrity
Other Domains

• Evaluating test-time integrity on text 
classification model


• Evaluating test-time integrity on 
seq2seq model 

• Evaluating test-time integrity on dialog 
system


