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Machine learning ethics



Group bias example: gender bias



Group bias example: gender bias



Fairness in Machine Learning

• Group fairness


• Don’t discriminate unnecessarily between protected groups (race, gender, 
sexuality, religion, etc.)


• Individual fairness


• Treat similar individuals similarly



Bias

• Found in language data, learned by humans and ML


• Stereotyped bias: “problematic where such information is derived from 
aspects of human culture known to leant to harmful behavior”


• Prejudiced actions are taken based on stereotyped bias



How to measure word embedding bias?

• Humans:


• Implicit Association Test


• Response time differs when humans pair concepts that they find similar 
compared to concepts that they find different


• Machines:


• Word embeddings


• Measure cosine distance between embedding vectors



Word embeddings







Visual semantic role labeling



Identifying data bias 



Defining dataset bias 
Events



Defining dataset bias 
Objects



Gender dataset bias 



Gender dataset bias 



Gender dataset bias 



Evaluating bias amplification

• 


• : bias score on unlabeled evaluation set of images that has been 
annotated by a predictor


• : bias score on training set 

b̃(o, g)

b*(o, g)



Evaluating bias amplification



Model bias amplification



Model bias amplification



Decomposition of scoring function



Decomposition of scoring function



Decomposition of scoring function



Reducing bias amplification
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Reducing bias amplification



Reducing bias amplification



Reducing bias amplification



Credit Application

User visits capitalone.com
Capital One uses tracking information provided by the 
tracking network [x+1] to personalize offers
Concern: Steering minorities into higher rates (illegal)

WSJ 2010



V: Individuals O: outcomes

Classifier
(eg. ad network)

x M(x)

Vendor
(eg. capital one)

A: actions

M : V ! O ƒ : O! A



V: Individuals O: outcomes

x M(x)

M : V ! O

Goal: 
Achieve Fairness in the classification step

Assume
unknown, 
untrusted, 
un-auditable 
vendor



Through blindness

• Ignore all irrelevant/protected attributes


• You don’t need to see an attribute to 
be able to predict it with high 
accuracy 


• E.g.: User visits artofmanliness.com 
… 90% chance of being male

Fairness through 
Blindness

http://artofmanliness.com


Individual Fairness

Treat similar individuals similarly

Similar for the purpose of
the classification task

Similar distribution
over outcomes



How to formalize this?

V: Individuals O: outcomes

x
d(�, y)

y

M(x)

M(y)

How can we  
compare

M(x) with M(y)?

Think of V as space
with metric d(x,y)
similar = small d(x,y)

M : V ! O



V: Individuals O: outcomes

M(x)

d(�, y)
y

M(y)

x
M : V ! �(O)

Distributional outcomes
How can we  

compare
M(x) with M(y)?

Statistical
distance!



V: Individuals O: outcomes

Metric d : V ⇥ V ! R

M(x)

kM(�)�M(y)k  d(�, y)Lipschitz condition

d(�, y)
y

M(y)

x
M : V ! �(O)

This talk: Statistical distance in [0,1]



Statistical Distance

Example: Mid D
A= {0,1}

P(0) = P(1) = ½
Q(0) = ¾, Q(1) = ¼

D(P, Q) = ¼



Utility Maximization

U : V ⇥O! R

Vendor can specify arbitrary utility function

U(v,o) = Vendor’s utility of giving individual v 
the outcome o



Maximize vendor’s expected utility subject to 
Lipschitz condition

s.t. M is d-Lipschitz

kM(�)�M(y)k  d(�, y)


