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Differential privacy review

* Anonymize the data won’t work

* Definition of differential privacy
PM(D) € 5)
. log <e€
PM(D") € 95)

 Example:

|

« P(M(D) = "Bod has cancer") = 0.55

(@

« P(M(D + Bob) = "Bod has cancer") = 0.57

« P(M(D + Bob) = "Bod has cancer") = 0.8

P(M(D + Bob) = "Bod has cancer")  0.57
log = —— = 0.0357
P(M(D) = "Bob has cancer") 0.55

P(M(D + Bob) = "Bod has cancer") 0.8
. log = —— =0.375
P(M(D) = "Bob has cancer") 0.55
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Differential privacy review

 Anonymize the data won’t work

* Definition of differential privacy

o PM(D) € 5) <.
2 pMDYES)

« ¢-Differential Privacy: VS Pr({M(D) € S| < e‘Pr|M(D’) € S}
(€, 0)-Differential Privacy:VS PriM(D) € S| < e‘PrIM(D’) € S]+ o6



Differential privacy review

* The privacy amplification theorem:

 We sample a random fraction g rather than the entire data
* (€,0) becomes (ge, go)
 Composition of privacy budgets

« M, is (¢, 0;), M, has a budget of (¢,, 0,)

 The composition is (€, + €5, 0; + 0,)



DP-SGD

Algorithm 1 Differentially private SGD (Outline)

Input: Examples {zi,...,zn}, loss function L£(0) =
% > .. L(0,z;). Parameters: learning rate 7:, noise scale
o, group size L, gradient norm bound C.

Initialize 0y randomly
for t € [T] do
Take a random sample L; with sampling probability
L/N
Compute gradient
For each ¢ € L, compute g¢(x;) < Vo, L(0:, ;)
Clip gradient
8:(z;) < g¢(z;)/ max (1, ”gt(gz’)”2)
Add noise
g + 1 (2, 8(:) + N(0,0°C°T))
Descent
Orr1 < 0 — M8t
Output 07 and compute the overall privacy cost (&, )
using a privacy accounting method.




DP-SGD

 Naive composition (gTe, gT0)
. Strong composition (gey/ T 1og 1/6, gT6)

« Moments accountant (qeﬁ ,0)

Pr{M(aux, d) = 0]
Pr[M(aux,d’) = o]

a

c(o; M, aux,d,d’) = log (1) am(A)

/
max am(A;aux,d,d ),
aux,d,d’

o ()\ aux. d d’) 2. [Tail bound] For any € > 0, the mechanism M is
M T (e, 0)-differentially private for

log Eon M (aux,d) [€XP(Ac(0; M, aux, d, d))]. (2) § = minexp(am(A) — Ae) .

A
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A metaphor for private learning




A metaphor for private learning
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A metaphor for private learning

Each bit is flipped with T S T T
probability B : R
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Private Aggregation of Teacher Ensembles

PATE
Partiton1 — Teacher 1
Partiton 2 — Teacher 2
Sensitive N B
Data Partiton 3 — Teacher 3

Partitionn —> Teachern

> Training > Data flow




Aggregation

> ] " b

Count votes .
Take maximum

n]()_f) =|{i:i€l..n},f(x)=]] f(x) = arg max{n]()_c’)}
J



Intuitive privacy analysis

* |f most teachers agree on the label, it
does not depend on specific partitions,
so the privacy cost is small.

e |f two classes have close vote counts,
the disagreement may reveal private
iInformation.

]




Noisy aggregation

L]

Count

n(x)=|{i:i€l..n}, fi(x)=]|

Add Laplacian

1
Lap(z)

L]

Take maximum

f(x) = arg max{n;(X) + Lap(

J

1
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Critical point
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Critical point
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Teacher ensemble

Sensitive
Data

Aggregated
Teacher

Partiton 1 — Teacher 1
Partiton 2 — Teacher 2
Partiton 3 — Teacher 3
Partitonn ——> Teachern

> Training

> Data flow




Student training

Not available to the adversary I Available to the adversary

Partition 1 Teacher 1
Partition 2 —> Teacher 2
Sensitive I
Dat Partiton 3 —> Teacher 3 Aggregated Student Queries
ala Teacher T A
Partitonn — Teachern I
Public
I Data
> Training > Inference > Data flow




Why train an additional “student” model?

 The aggregated teacher violates our threat model:
* Each prediction increases total privacy loss.

* Privacy budgets create a tension between the accuracy and number of
predictions.

* |nspection of internals may reveal private data.

* Privacy guarantees should hold in the face of white-box adversaries.



Deployment

I Available to the adversary

Student

Queries

> Inference




Differential privacy analysis

Differential privacy:
A randomized algorithm M satisfies (g,6) differential privacy if for all pairs of neighbouring

datasets (d,d’), for all subsets S of outputs:
Pr(M(d) e S] <e*Pr[M(d") e S|+

* Application of the Moments accountant technique (Abadi et al, 2016)

o Strong quorum = Small privacy cost

 Bound is data-dependent: computed using the empirical guorum




Rényi Differential Privacy

o ¢-Differential Privacy

. max P(x)/0(x) < e°

« Rényi Divergence at oo

- D (P||Q) <e



Rényi Divergence

D.(P||Q) = log E, [(— o
° 04 T o — 1 Og Q Q(X)
. P(x)
. Di(P||Q)=1imD_(P||Q) = Ep[log( )]
a—1 O(x)
P(x)

D_ (P = lim D (P =]
. D (P||0Q) lim AP |]0O) 0g max 00




Rényi Differential Privacy

» (a, €) Rényi Differential Privacy (RDP):
« VD,D": D (M(D)||M(D")) <€
e (00, €)-RDP is €-DP
log 1/6

a— 1

. (a,€)-RDP = (e + ,0)-DP for any 6



Rényi Differential Privacy

Bad outcomes interpretation

 ¢-Differential Privacy: VS Pr{M(D) € S| < e‘Pr[M(D’) € S]

» (a, €) Rényi Differential Privacy (RDP):
VS PriM(D) € S] < (e‘Pr[M(D") € S])'~1/@

(€, 0)-Differential Privacy:VS PriM(D) € S| < e‘Pr[M(D’) € S|+ o



Rényi Differential Privacy
Why better

 No catastrophic failure mode

 The composition of an (a, €;)-RDP algorithm and an («, €,)-RDP algorithm is
(a,e; + €5)



