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Course information
Basic

• Website: https://cse.hkust.edu.hk/~minhaocheng/teaching/comp6211s23.html


• Class: 


• Monday 13:30-14:50 @ Room 6591


• Friday 9:00-10:20 @ Room 6591


• My Office: Room 2542


• Office Hours: Tuesday 13:00-14:30 @ Room 2542


• TA: Zeyu Qin

https://cse.hkust.edu.hk/~minhaocheng/teaching/comp6211s23.html


Course information
Syllabus (tentative)

• Fundamentals of machine learning 


• Training time integrity (Attacks & Defenses) 

• Test-time integrity (Attacks & Defenses) 


• Verification and certification


• Confidentiality (Model & Data) 


• Privacy(Attacks & Defenses) 


• Safety


• Interpretability (Explainable AI )



Weeks 2-12

• 1h20m presentation of reading materials


• Research papers


• One team will present and lead the discussion


• Interactive discussion (everyone should do the reading ahead of class)


• One team will take notes and synthesize the discussion



Before class: 1-page reading summary

• Read all papers posted on website


• Summarize your reading through 1 page summary


• What did the papers do well?


• Where did the papers fall short?


• What did you learn from these papers?


• What questions do you have about the papers?


• Report in Latex



During class: notes + discussion

• All: ask questions from your 1-page summary


• Presenting team:


• May choose an appropriate format


• Slides


• Interactive demos


• Code tutorials


• Should involve class


• Should cover (at least) the papers assigned for reading


• 120 mins time limit


• Notes team:


• Takes notes to prepare report



Presentation

• Technical:


• Depth of content


• Accuracy of content


• Paper criticism


• Discussion lead


• Soft presentation skills:


• Time management


• Responses to audience


• Organization



After class: notes

• Notes team:


• Synthesize both the presentation and questions /discussions


• Report written collectively as a team


• Notes in Latex


• In 4 pages


• Should include references



Course information
Grading policy

• Paper presentation (25%)


• Paper summaries (10%)


• Class notes & Participation (15%)


• Exam (15%)


• Research project (35%)



Course information
Exam

• Questions will test machine learning basics


• No studying is necessary if you have taken a ML course


• Be held in February


• If you are unable to answer questions, I recommend dropping the course and 
taking a ML class first (plenty offerings in our department)



Course information
Term project

• Open research projects:


• Solve an interesting problem


• Develop a new algorithm


• Compare state-or-the-art algorithms on some problems


• …


• Feel free to discuss with me either by email or in the office hour



Course information
Term project

• Open research projects:


• Feel free to discuss with me either by email or in the office hour


• Submit a project proposal (1/2 page)


• Title


• Team member


• Proposed problem 


• Proposed methodology (optional)


• Feel free to contact me if you are unable to find a teammate  



Late policy

• Paper presentations:


• Deadline: Slides must be turned in 2 days before the presentation


• 10% per-day late penalty


• Up to 2 days


• Paper summaries:


• Deadline: beginning of each class


• Late assignments not accepted


• Class notes:


• Deadline: notes must be turned in 4 days after the presentation


• After 4 days, 10% per-day late penalty


• Up to 4 days



Trustworthy Machine Learning: 
Overview



Machine learning
Beyond Accuracy



Trustworthy ML
What and why

• Not alchemy


• Explainability


• Security


• Privacy


• Fairness


• Integrity


• …


• Establish model understanding



Machine learning overview
From learning to machine learning

• Human learning



Machine learning overview
From learning to machine learning

• What is learning?


• Observation         Learning          Skill


• Skill: how to make decision (action)


• Classify an image


• Translate a sentence from one language to another


• Learn to play a game


• …


• Machine learning: (Automated the learning process)


• Data       Machine Learning       Skill (decision rules)



Machine learning overview
Machine learning



Machine learning overview
Machine learning



Machine learning overview
Machine learning



Machine Learning
Formalization

• Input: 


• Output: 


• Target function to be learned:


•  (ideal image classification function)


• Data:


• 


• Hypothesis (model)


•  (Learned formula to be used)


•

x ∈ 𝒳

y ∈ 𝒴

f : 𝒳 → 𝒴

𝒟 = {(x1, y1), (x2, y2), …, (XN, yN)}

g : 𝒳 → 𝒴



Machine Learning
Basic setup of learning problem



Machine Learning
Learning model

• A learning model has two components:


• The hypothesis set :


• Set of candidate hypothesis (functions)


• The learning algorithm:


• To pick a hypothesis (function) from the 


• Usually optimization algorithm (choose the best function to minimize the training 
error)

ℋ

ℋ



Machine Learning
Potential problems

• On the training examples:


• Poisoning: adversary inserts some designed 
samples


• Membership inference: adversary inspects 
model to test whether the examples were used 
to train it


• Stealing: adversary directly recover training 
examples 



Machine Learning
Potential problems

• On the trained model:


• Evasion: adversary crafts adversarial example 
that mislead prediction


• Model stealing: adversary reconstructs model 
locally by querying the model



Machine Learning
Potential problems

• Interpretability: know how the model make 
decision and model’s learned knowledge


• Safety: if training data is not comprehensive, will 
models fails in the edge cases?


• Fairness: will the model predict based on some 
sensitive information? (Sex, race, age)



Machine Learning
Potential problems

• Learning algorithm:


• Normal training


• Adversarial training


• SAM


• …



Robustness
Adversarial examples

•  An adversarial example can easily 
fool a deep network


• Robustness is the model’s ability to 
resist being fooled


• Robustness is critical in real systems



Robustness
Why matters

• Adversarial examples raises trustworthy and security concerns


• Critical in high-stake, safety-critical tasks


• Helps to understand the model and build a better one (SAM …)



Training-time integrity
Backdoor attacks

• Perform maliciously on trigger 
instances 


• Maintain similar performance on 
normal data.



Training-time integrity
Backdoor attacks in text

• Trigger could be a word, a short phrase, or a syntax



XAI



XAI

• Explainable AI (XAI) refers to methods and techniques in the application of 
artificial intelligence technology (AI) such that the results of the solution can 
be understood by human experts and users


• It contrasts with the concept of the “black box” in machine learning where 
even their designers cannot explain why the AI arrived at a specific decision



Fairness


