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Interpretability (XAI): Introduction

What is Interpretability
And

Why it matters
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Interpretability (XAI): Introduction
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The transparency and ability to explain is useful at three different stages of Artificial
Intelligence (AI) evolution :

• First, when AI is significantly weaker than humans and not yet reliably deployable

• Second, when AI is on par with humans and reliably deployable

• Third, when AI is significantly stronger than humans
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Interpretability (XAI): Gradient-based methods

Saliency Maps
Versus

Class Activation Maps
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Interpretability (XAI): Saliency Maps-based method

Deep Inside Convolutional Networks: 
Visualizing Image Classification Models 

and Saliency Maps

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Contributions:

• Use the numerical optimization of the input image to obtain the understandable
visualizations of CNN classification models;

• They propose a method for computing the spatial support of a given class in a given
image (image-specific class saliency map) using a single back-propagation pass through
a classification CNN;

• They apply the generated saliency maps to weakly supervised object localization.
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

CNN implementation details:

• Conv64 - Conv256 - Conv256 - Conv256 - Conv256 - Full4096 - Full4096 - Full1000

• Trained on ImageNet with 1.2M training images, labelled into 1000 classes.

• On ImageNet validation set, the network achieves the top-1/top-5 classification error
of 39.7%/17.7%.
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 1: Class Model Visualization:

• Let 𝑆! 𝐼 be the score of the class 𝑐, computed by the classification layer of the CNN
for an image 𝐼.

• Find an 𝐿"-regularized image such that the score 𝑆! is high:

argmax#𝑆! 𝐼 − 𝜆 𝐼 "
"	

• Fixing the parameters of CNN, a local-optimal image 𝐼 can be found by back
propagation. (The optimization is performed w.r.t the input image)
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 1: Class Model Visualization:

• Note that the unnormalized class scores 𝑆! 𝐼 is used, rather than the class posteriors
returned by the soft-max layer:

𝑃! =
exp	𝑆!	
∑! exp	𝑆!

	

• They argue that the maximization of the class posterior can be achieved by minimizing 
the scores of other classes.

• Therefore, they optimize 𝑆! 𝐼  to ensure that the optimization concentrates only on 
the class 𝑐.
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

• Given an image 𝐼$, a class 𝑐, and a classification CNN with the class score function 
𝑆! 𝐼 , the goal is to rank the pixels of 𝐼$ based on their influence on the score 𝑆!(𝐼$). 
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

• Given an image 𝐼$, a class 𝑐, and a classification CNN with the class score function 
𝑆! 𝐼 , the goal is to rank the pixels of 𝐼$ based on their influence on the score 𝑆!(𝐼$). 

A motivational Example:

• Consider the linear score model for the class 𝑐:
𝑆! 𝐼 = 𝑤!%𝐼 + 𝑏!

• In this case, it is easy to see that the magnitude of elements of 𝑤 defines the 
importance of the corresponding pixels of 𝐼 for the class 𝑐.
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

• Given an image 𝐼$, a class 𝑐, and a classification CNN with the class score function 
𝑆! 𝐼 , the goal is to rank the pixels of 𝐼$ based on their influence on the score 𝑆!(𝐼$). 

A motivational Example:

• While for CNN, 𝑆! 𝐼  is highly non-linear.

• Given an image 𝐼$ , one can approximate 𝑆! 𝐼  with a linear function in the 
neighborhood of 𝐼$ by computing the first-order Taylor expansion:

𝑆! 𝐼 ≈ 𝑤%𝐼 + 𝑏

with  𝑤 = &'!
&#
|#"
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

• Given an image 𝐼$ with 𝑚 rows and 𝑛 columns, and a class 𝑐, the class saliency map 
𝑀 ∈ 𝑅(×* is computed as follows:

1. Obtain the derivative 𝑤 = &'!
&#
|#"  by backpropagation

2. Rearrange the elements of the vector 𝑤 to obtain the saliency map:

• For grey-scale image, the map is computed as 𝑀!" = |𝑤#(!,")|, in which ℎ(𝑖, 𝑗) is the index of 
the element 𝑤, corresponding to the image pixel in the 𝑖-th row and 𝑗-th column.

• For multi-channel image, the map is computed as 𝑀!" = max
'
|𝑤#(!,",')|, in which ℎ(𝑖, 𝑗, 𝑐) is 

the index of the element 𝑤, corresponding to the image pixel in the 𝑖-th row, 𝑗-th column, 
and 𝑐-th channel.
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

Weakly Supervised Object Localization:

• These class saliency maps can be used for object localization (in spite of being trained
on image labels only)
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Interpretability (XAI): Saliency Maps-based method

Simonyan, Karen, Andrea Vedaldi, and Andrew Zisserman. "Deep inside convolutional networks: Visualising image 
classification models and saliency maps." arXiv preprint arXiv:1312.6034 (2013).

Method 2: Image-specific class saliency visualization:

Weakly Supervised Object Localization:

• These class saliency maps can be used for object localization (in spite of being trained
on image labels only)
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Interpretability (XAI): CAM-based method

Class Activation Maps (CAM)
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Introduction to CAM:
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Interpretability (XAI): CAM-based method

Zhou, Bolei, et al. "Learning deep features for discriminative localization." Proceedings of the IEEE conference on 
computer vision and pattern recognition. 2016.
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Interpretability (XAI): CAM-based method

Application of CAM: informative objects detection
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Interpretability (XAI): CAM-based method

Application of CAM: informative regions for the concept learned from weakly labelled
images
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Interpretability (XAI): CAM-based method

Application of CAM: weakly supervised text detector
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Interpretability (XAI): CAM-based method

Application of CAM: Visualization for the predicted answer in VQA



Disadvantages of CAM:

• Specific design of network architecture: FCN layer -> GAP layer

• Only focused on the classification problem
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Interpretability (XAI): CAM-based method

Zhou, Bolei, et al. "Learning deep features for discriminative localization." Proceedings of the IEEE conference on 
computer vision and pattern recognition. 2016.



Interpretability (XAI): CAM-based method

Grad-CAM: Visual Explanations from 
Deep Networks via Gradient-based 

Localization

29
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Motivation of Grad-CAM:

• CNNs’ lack of decomposability into individually intuitive components makes them
hard to interpret;

• Trade-off between interpretability and accuracy;

• Shortage of CAM: trades off model complexity and performance for more
transparency into the working of the model

• What makes a good visual explanation:

Ø Class discriminative

Ø High-resolution

30
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Visualization of a number of methods:
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Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Method: Grad-CAM

32
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Method: Grad-CAM

• To obtain the class-discriminative localization map Grad-CAM 𝐿+,-./012! ∈ 𝑅3×4
of width 𝑢 and height 𝑣 for any class 𝑐:

v Compute the gradient of the score for class 𝑐, 𝑦! (before the softmax), w.r.t
feature map activations 𝐴5 of a convolutional layer, i.e.,

𝜕𝑦!

𝜕𝐴5

v Obtain the neuron importance weights 𝛼5!:

v Obtain Grad-CAM:
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Interpretability (XAI): CAM-based method

Method: Guided Grad-CAM

• Fuse Grad-CAM with Guided Backpropagation via element-wise multiplication

35
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Method: Grad-CAM

36
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Method: Guided Grad-CAM

• Fuse Grad-CAM with Guided Backpropagation via element-wise multiplication

37
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based 
localization." Proceedings of the IEEE international conference on computer vision. 2017.



Interpretability (XAI): CAM-based method

Experiment: 1. Weakly-supervised Localization
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Interpretability (XAI): CAM-based method

Experiment: 2. Weakly-supervised Segmentation

39



Interpretability (XAI): CAM-based method

Human study: Evaluating Class Discrimination
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Interpretability (XAI): CAM-based method

Human study: Evaluating Class Discrimination
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Interpretability (XAI): CAM-based method

Diagnosis CNN with Grad-CAM: Analyzing failure modes for VGG-16
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Interpretability (XAI): CAM-based method

Diagnosis CNN with Grad-CAM: Effect of adversarial noise on VGG-16
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Interpretability (XAI): CAM-based method

Diagnosis CNN with Grad-CAM: Identifying bias in dataset
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Interpretability (XAI): CAM-based method

Textual explanations with Grad-CAM: 
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Interpretability (XAI): CAM-based method

Grad-CAM for Image Captioning: 
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Interpretability (XAI): CAM-based method

Grad-CAM for Visual Question Answering (VQA): 
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Thank you
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