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Privacy problem

• Datasets are collected without mutual consent


• Datasets are vulnerable to steal for training other models



Privacy protection

• How we could prevent other to use your personal data?


• Persevering privacy by obfuscating information from the dataset


• Proof their usage of your data



Unlearnable example

• Make the example unlearnable should not affect its quality for normal usage


• Noise could only be added prior to model training



Threat model

• Defender has full access to the data


• Cannot interfere with training and don’t have access to the full training 
dataset


• Cannot further modify data once the examples are created



Problem formulation

• Clean training datasets  and testing 


• Transform training data  into unlearnable  so that DNNs trained on  
will perform poorly on 


• , , where 


•  should be “invisible”


• A choice would be  

𝒟c 𝒟t

𝒟c 𝒟u 𝒟u
𝒟t

𝒟c = {(xi, yi)}n
i=1 𝒟u = {(x′￼i, yi)}n

i=1 x′￼ = x′￼+ δ

δ ∈ Δ ∈ ℝd

∥δ∥p ≤ ϵ



Problem formulation
Objective

• Trick the model into learning a strong correlation between and noise and the 
labels when trained on :


• 


• Noise: 


• Sample-wise: 


• Class-wise: 

𝒟u

arg min
θ

𝔼(x′￼,y)∼𝒟u
L( f(x′￼, y))

x′￼i = x′￼i + δi,

δi ∈ Δs = {δ1, …, δn}

δyi ∈ Δc = {δ1, …, δK}



Problem formulation
Objective

• A simplified way 


• 


• Where  denotes the source model used for noise generation

arg min
θ

𝔼(x,y)∼𝒟c
[min

δ
L( f′￼(x′￼+ δ, y)] s.t. ∥δ∥p ≤ ϵ

f′￼



Problem formulation
Objective

• A simplified way 


• 


• Where  denotes the source model used for noise generation


• Sample-wise: use PGD 


• Class-wise: use UAP on the class by accumulates the perturbation

arg min
θ

𝔼(x,y)∼𝒟c
[min

δ
L( f′￼(x′￼+ δ, y)] s.t. ∥δ∥p ≤ ϵ

f′￼



Comparison
Sample-wise vs class-wise

• Work in different way:


• Sample-wise:


• Low-error samples 
can be ignored


• Class-wise:


• Make data not i.id.d



Main results



Stability

• Fail when unlearnable rate not 100%



Single unlearnable class



Against model stealing

• Watermarking model 


• Detect theft by verifying the suspect model responds with the expected 
outputs on watermarked inputs


• Cons: need retraining/ vulnerable to adaptive attack


• Dataset inference: tracing the usage of your data or dataset and verification.


• Detect the knowledge contained in the private training set of the victim



Against model stealing

• A victim  trains a model  on their private data ，  is the 
private knowledge


• An adversary  gain access to  and train its model 

𝒱 f𝒱 S𝒱 ⊆ 𝒦𝒱 𝒦𝒱

𝒜* S𝒱 f𝒜*



Data inference

• Motivations:


• Stolen models are more confident 
about points in the victim model’s 
training set than on a random point 
drawn from task distribution


• Data trained in the dataset are far from 
decision boundaries 



Data inference
White-box setting

• For any data point , we evaluate its 
minimum distance  to target classes 


•  

(xi, yi)
Δ t

min
δ

Δ(x, x + δ) s.t. f(x + δ) = t



Embedding generation
black-box setting

• Starting from an data point , 
sample with a random direction , we 
take k steps in the same direction until 


•  

(xi, yi)
δ

f(x + kδ) = t; t ≠ y



Data inference
Confidence regressor

• Min the false positive rate


• Train a regression model  -> predict a 
measure of confidence that it contains the 
private information 

g𝒱



Data inference
Hypothesis testing

• Null hypothesis 


•



Data inference
Main results



Data inference
P value


