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Trustworthy Machine Learning
Model Confidentiality (attack)



Machine learning as a service (MaaS)



Attack Taxonomy

• Theft


• Accuracy


• Reconnaissance


• Fidelity


• Function Equivalence



Threat model

• Could only query the model with confidence output


• No idea about the training procedure


• Model architecture



Learning based extraction
Model extraction attack



Learning based extraction
Model extraction example: Logistic regression



Learning based extraction
Model extraction example: Logistic regression



Learning based extraction
Generic equation-solving attack



Learning based extraction
Combination of model inversion



Learning based extraction
Improvements: active learning



Learning based extraction
Improvements: semi-supervised learning

• Augments the model with rotation loss


• Labeled data: The classifier


• Unlabeled data: The rotation loss



Learning based extraction
Results



Learning based extraction
Limitations

• Yields high accuracy model but …


• Not high fidelity


• High fidelity:


• Both correct and wrong


• Better to be used in substitute model


• Adversarial attack


• Model inversion attack


• …



Function equivalent extraction
Intuition 



Function equivalent extraction
Intuition 
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Intuition 
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Intuition 



Function equivalent extraction
Intuition 



Function equivalent extraction

• Critical point search


• Identify  exactly one of the ReLU units is at a critical point 


• Weight recovery


• Sign recovery


• Final layer extraction

{xi}n
i=1



Function equivalent extraction
Critical point search

• For two layer neural networks:


• 


• To find a critical point


• 


• Not differential -> some ReLU change signs


• Problem: not efficient



Function equivalent extraction
2-linear testing subroutine

• If the range is composed by two line 
segments


• Identify the linear segment


• Compute the intersection



Function equivalent extraction
Weight recovery

• For a critical point , and a random input-space direction xi ej



Function equivalent extraction
Weight recovery

• With  and , 


• We could compute  and 



• Then we could get 


• We can get for all k


• Just assign 
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Function equivalent extraction
Weight sign recovery

• For a critical point  in the direction 


• As we know the scale,


• Just to check the gradient is cancelled or compounded

xi ej + ek



• After got the first layer, the logit function is a linear transformation


• Recover by least square


• With the critical point to save # of queries

Function equivalent extraction
Last layer recover



Function equivalent extraction
Results



Counter measurements
Hard label output



Counter measurements

• In the next class


• Make the feature unlearnable


• DP will cover later in the course


