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Privacy issue

• User data agreement


• IP protection


• …



What Model inversion looks like

• Reconstruct representative views of a subset of examples



Threat model

• Adversary: White-box/black box access


• Objective: Discover a representative input feature x associated with a specific 
label y



White-box Attack framework

• Key optimization problem:


• 


• X is in high dimension space


• Many to one mapping

max
x

log Ty(x)



White-box Attack framework

• Key optimization problem:


• 


• X is in high dimension space


• Many to one mapping


• Find a distribution to generate user data!

max
x

log Ty(x)



Generative adversarial network (GAN)

• A generator and a discriminator 



Generative adversarial network (GAN)



White-box Attack framework



Black-box Attack framework
Problem formulation

• Target label data extraction:


• 


• Assume the most representative input for the target class  should be the 
most distinguishable from all the other classes 


• Optimization problem as follows:


•

Mc*(x) = fc*(x) − max
c≠c*

fc(x)

c*

arg max
x∈[0,1]d

Mc*(x)



Problem formulation
Difficulty

• Optimization problem as follows:


• 


• X in high dimensional space


• Train GAN models on public datasets and optimize over the distribution 
space


•

arg max
x∈[0,1]d

Mc*(x)

arg max
x∈[0,1]d

Mc*(G(z))



BREP-MI algorithm

• Gradient estimator as 


• Update by



BREP-MI algorithm

• Gradient estimator as 


• Update by


• Increase the radius R if all points sampled from the sphere of the current 
radius are predicted into the target class



BREP-MI algorithm



BREP-MI results



Model inversion attack

• A trained ML model with parameters  is released to the public


•  = training_procedure(X)


• Training data X is hidden


• Can we recover some of X just through access to ?


• X’= (X) <—— notational abuse


• That would be bad

w

w

w

training_procedure−1



Language model

• 


• Use neural networks to estimate 



• RNN 


• Transformer …

Pr(x1, x2, …, xn) =
n

∏
i=1

Pr(xi |x1, x2, …, xi−1)

fθ(xi |x1, x2, …, xi−1)



Language model

• 


• Use neural networks to estimate 


• RNN 


• Transformer …


• Training: 


• 


• Optimal solution: memorize the answer to the question “what 
token follows the sequence ?


• Generating text:


•

Pr(x1, x2, …, xn) =
n

∏
i=1

Pr(xi |x1, x2, …, xi−1)

fθ(xi |x1, x2, …, xi−1)

ℒ(θ) = − log
n

∏
i=1

fθ(xi |x1, …, xi−1)

x1, x2, …, xi−1

̂xi ∼ fθ(xi+1 |x1, …, xi)



Training data extraction attack

• Reconstruct verbatim training examples 


• Not just representative “fuzzy” examples



Language Model Memorization

• : Memorizing the correct spellings of one particular word  person’s name 
and phone number
k ≠



Threat model

• Adversary: black-box input-out access


• Compute the probability of arbitrary sequences 


• Obtain next-word predictions


• Not allow to inspect weights or hidden states


• Objective:


• Extract more examples in total with lower values of k

fθ(xi, x1, x2, …, xn)



Initial inference

• Choose examples that are assigned the highest likelihood by the model


• 


• Only could achieve large k


• Low diversity of outputs

p = exp(−
1
n

n

∑
i=1

log fθ(xi |x1, …, xi−1))



Improved text generation

• Sampling with a decaying temperature


• Conditioning on internet text


• Comparing to other neural language models



Results



Results


