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slides are adapted from David Silver



Logistics

• Final project:


• Presentation: 6-7 mins on the last two lectures


• Report: due in Dec 15th


• Homework 3 will be out this week (written and programming combined)



Branches of Machine Learning



Reinforcement Learning
Introduction

• The goal of Reinforcement Learning (RL) is to learn a good strategy for the 
agent from experimental trials and relative simple feedback received.



Reinforcement Learning
Characteristics of Reinforcement Learning

• What makes reinforcement learning different from other machine learning 
paradigms?


• There is no supervisor, only a reward signal


• Feedback is delayed, not instantaneous


• Time really matters (sequential, non i.i.d data)


• Agent’s actions affect the subsequent data it receives



Reinforcement Learning
Markov Decision Processes

• Markov decision processes formally describe an environment for 
reinforcement learning


• Where the environment is fully observable


• i.e. The current state completely characterises the process


• Almost all RL problems can be formalised as MDPs



Markov Decision Processes
Markov Property



Markov Decision Processes
State Transition Matrix



Markov Decision Processes
Markov Process



Markov Decision Processes
Example



Markov Decision Processes
Example



Markov Decision Processes
Markov Decision Process



Markov Decision Processes
Return



Markov Decision Processes
Policy



Markov Decision Processes
Value Function



Markov Decision Processes
Example



Markov Decision Processes
Bellman Expectation Equation

• The state-value function can again be decomposed into immediate reward 
plus discounted value of successor state



Markov Decision Processes
Bellman Expectation Equation

• The action-value function can similarly be decomposed,



Markov Decision Processes
Bellman Expectation Equation (Backup)



Markov Decision Processes
Bellman Expectation Equation (Backup)



Markov Decision Processes
Bellman Expectation Equation (Backup)



Markov Decision Processes
Bellman Expectation Equation (Backup)



Markov Decision Processes
Bellman Expectation Equation (Backup)



Markov Decision Processes
Bellman Expectation Equation (matrix form)



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Bellman optimality



Markov Decision Processes
Solving the bellman optimality equation



Markov Decision Processes
Iteration by Dynamic programming



Markov Decision Processes
Iteration by Dynamic programming



Markov Decision Processes
Value Iteration by Dynamic programming



Markov Decision Processes
Value Iteration by Dynamic programming



Markov Decision Processes
Value Iteration by Dynamic programming



Markov Decision Processes
Value Iteration by Dynamic programming



Model-Free Reinforcement Learning



Model-Free Reinforcement Learning
Q-Learning



Model-Free Reinforcement Learning
Q-Learning


